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1. Introduction

Ultrasonic imaging for measurement of myocardial strain or strain rate in the heart wall is efficient in quantitative assessment of regional myocardial function1,2). In recent years, methods for the noninvasive measurement of regional myocardial contraction and relaxation have been desired.

In our group, the propagation of myocardial contraction and relaxation have been investigated from strain rate measured by the phased tracking method which enables the detection of small vibrations in the heart wall1,3). Although the 2D distribution of strain rate was measured in [3], the contraction and relaxation propagate three dimensionally and some of the mechanisms of the 3D transition of myocardial contraction and relaxation still remain unclear.

Methods for noninvasive 3D measurement of the heart wall have been developed, and it enabled to measure 3D distribution of strain4). In this method, the frame rate is several tens of Hz4). However, some transitions rapidly occur during a short period of about 10 ms5). Therefore, the continuous observation of such short transition requires a frame rate of higher than a few hundred Hz. In this study, ultrasonic beams were scanned sparsely so that the myocardial strain rate could be measured in a wide area at a high temporal resolution of about 1/500 s6).

Furthermore, we measured several ultrasonic datasets in different 2D image planes sliced by mechanically moving an ultrasonic probe like a waving fan with angular intervals of a few degrees to obtain 3D data. At that time, we synchronized each slice data with the R-wave in electrocardiogram (ECG). If there is a large difference between times of the R-wave in ECG and slice data beat by beat by the error, it is difficult to observe the propagation of vibration in the heart wall. Therefore, in this study, an in vivo experiment was conducted to decrease such error, and the time of R-wave was detected accurately.

2. Principle

2.1 Synchronization by Electrocardiogram

As illustrated in Fig. 1, we obtain ultrasonic data in some slices during acquisition periods which are synchronized with the R-wave in ECG. A slice datum at a constant same delay time from the R-wave is obtained and then, the probe moves to the next slice. This operation is repeated several times to obtain volume data during a specific cardiac phase.

![Fig. 1. Principle for synchronization of ECG to obtain volume data.](image)

Time difference \( \tau(p,n) \) was influenced by interpolated points \( p \). Therefore, interpolated points \( p \) was examined so that variation of \( \tau(p,n) \) was minimized.

From the minimized time difference \( \tau(p,n) \), the times of \( n \)-th R-wave, \( T_R(n) \), are given by

\[
\tau(p,n) = t_e(p,n) - t_e(p,n)
\]
\[ T_R(n) = T_R(0) + t_v(p, n), \]  \hspace{1cm} (2)

where \( T_R(0) \) is the time of ECG peak in the first cardiac cycle. Finally, we detected the times of R-wave, \( \{T_R(n)\} \) of accurately.

3. In Vivo Experiment

Figure 2 shows ECG and myocardial velocity of the heart wall obtained from a healthy 24-years-old male in several heartbeats. In Fig. 2, the red line is ECG, and the green line is the velocity of the heart wall. The blue and violet lines show periods of the partial data for calculation of the autocorrelation functions of ECG and velocity, respectively.

![Figure 2](image)

Fig. 2. ECG (red line) and the velocity of heart wall (green line). The blue and violet lines show periods of the partial data for calculation of autocorrelation function.

Figure 3 shows autocorrelation function of ECG and velocity. In Fig. 3, the red line means ECG, and the green line means velocity of the heart wall. We determined \( t_v(p, n) \) and \( t_v(p, n) \) from Fig. 3. Furthermore, time difference \( \tau(p, n) \) was obtained from Eq. (1).

![Figure 3](image)

Fig. 3. Autocorrelation functions of ECG (red line) and velocity of heart wall (green line).

Figure 4 shows the standard variation of time differences \( \{\tau(p, n)\} \) as a function of interpolated points \( p \). The red line means the standard variation of all time differences \( \{\tau(p, n)\} \), and the green crosses show time differences \( \{\tau(p, i)\} \) plotted for all heart beats. In this study, the distance between beams at a typical depth of IVS of 50 mm is 5.23 mm. Therefore, the time of propagation of heart-wall vibration between beams is 5.23 ms, if the velocity of propagation is 1 m/s\(^3\). Therefore, the standard variation of less than 1 ms is considered to be negligible. As shown in Fig. 4, for the number \( p \) of interpolated points \( p \) over 8, the standard variation has the minimum, and the standard variation is less than 1 ms. Therefore, the number of the interpolated points was determined to be 8 and obtained \( T_R(i) \) was obtained from Eq. (2).

![Figure 4](image)

Fig. 4. Time differences \( \{\tau(p, n)\} \) plotted as a function of interpolated points.

4. Conclusion

In this report, time difference between the time of peaks of ECG and velocity was investigated. As a result, the standard variation of error was less than 1 ms. Furthermore, we detected the time of R-wave with a high degree of accuracy.

These results showed the possibility of synchronization by ECG to measure the 3D propagation of myocardial contraction and relaxation.
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